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1 Theory

1. You must be able to explain the residual sum of squares criterion associated to the
linear regression model. You must be able to derive the gradient iterations on that
criterion as well as the closed form solution for the regression coefficients (obtained by
setting the derivatives to zero).

2. You must be able to list and explain the three main regularization approaches (Ridge,
Lasso, Best Subset Selection)

3. You must be able to explain the statistical assumptions leading to the residual sum
of squares model, Ridge and Lasso. You must be able to describe the distributions
involved in each regularization approach (Gaussian and Laplace).

4. You must be able to compare the regularization approaches in terms of their respective
efficiency and complexity

5. You must be able to explain how to use the Residual Sum of Squares criterion to learn
a binary classifier

6. You must be able to explain how the binary classifier can be extended into a multiclass
classifier (i.e. one vs rest, one vs one, multiple discriminant through one-hot encoding)

7. You must be able to explain and derive the expression for the logistic regression clas-
sifier

8. You must be able to explain the perceptron model as well as the perceptron learning
rule and the associated convergence theorem

9. You must be able to provide the general expression for a neural network and draw the
corresponding diagram

10. You must be able to explain the backpropagation algorithm (list the main steps) and
provide the associated equations.

11. You must be able to discuss the use of Kernels and motivate this use through gradient
descent on large feature vectors.

12. You must be able to define the notion of Mercer Kernel (i.e. list the two properties
that a matrix has to satisfy to be derived from such a Kernel)

13. You must be able to discuss the kernel trick and apply it to the Residual sum of squares
criterion to derive a formulation that only depends on the similarities and not on the
feature vectors.
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2 Coding

You must be able to provide pseudo-code for:

1. Gradient descent applied to linear regression with the `2 loss, including with additional
polynomial features and regularization (LASSO and Ridge)

2. The solving of the normal equations for the least squares loss and the ridge loss.

3. Cross validation (e.g. K-fold cross validation)

4. Linear (binary) classification through gradient descent and its extension to multiclass
frameworks through the one vs rest, one vs one and multiple discriminant approaches

5. Gradient descent for Logistic regression within the MLE framework (i.e for the log-loss
or binary cross entropy loss)

6. The Perceptron algorithm

7. Forward propagation and backpropagation in a simple neural network (2 hidden layers
and a couple of units per layers)
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