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The point of this note is to provide a couple of suggestions (other ideas
are of course conceivable) regarding possible independent projects for the class
CSCI-UA 9473. Ideas marked with a star (∗) will require more work. You are
invited to work in groups of no more than 3 (ideally 2). Your results should
then be summarized on a poster (e.g. 90cm x 122cm or 36W x 48H inches).
The posters presentation will be held around May 1st). The poster should be
printed for April 25th.

1. Music and sound recognition

• Implement a music/sound recognition/classification algorithm (Find opti-
mal latent representation). See for example the GTZAN Genre Collection

• Implement a simplified version of the Google assistant/simple chatbot (see
for example the work of Siraj Raval or the work of Tim Stein for a start)

• Write a music composing algorithm (see for example Magenta)

• Learn to recognize accents from speech recordings (see the OSCAAR web-
page for data).

2. Computer Vision

• Learn how to process images for later use in autonomous driving systems
(this would include segmentation, ROI detection, number extraction and
digit/traffic lights recognition)

• Code a face recognition algorithm (see the FERET database or other
databases on Kaggle)

• * Generate fake images (e.g. fingerprints) or fake videos with generative
adversarial networks (GANs) (see the many examples from youtube).

• Learn emotions/facial expressions from images (see the fer2013 dataset or
the Cohn Kanade dataset)
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http://marsyas.info/downloads/datasets.html
https://github.com/llSourcell/chatbot_tutorial
https://www.kaggle.com/melkmanszoon/building-a-chatbot
https://magenta.tensorflow.org/
https://oscaar.ci.northwestern.edu/
https://www.nist.gov/itl/iad/image-group/color-feret-database
https://arxiv.org/pdf/1705.07386.pdf
https://www.youtube.com/watch?v=gLoI9hAX9dw
https://www.kaggle.com/c/challenges-in-representation-learning-facial-expression-recognition-challenge/data
http://www.consortium.ri.cmu.edu/ckagree/


• Training and Testing an autopilot (There exist several packages and re-
sources that can be used to train cars, see for example Donkey Car,medium).
There also exist many datasets that can be used to train autopilot algo-
rithms (see for example Udacity,NVidia, Berkeley DD, Dataset 3). Also
see Yin and Berger, 2017, Bojarski et al..

• Learning depth maps or predicting steering angle from road images (see
above for possible datasets)

• Object detection from satellite images (see for example the Airbus chal-
lenge on Kaggle)

3. Natural Language Processing (NLP)

• Extract information and develop a simple prediction algorithm based on
Newspapers/twitter webpages

• Train a sentiment Analysis algorithm (see for example the Amazon Cus-
tomer reviews dataset on Kaggle.)

• Develop simple Machine Translation algorithm (data 1, data 2)

• Detect personal attacks in online comments (see for example the Wikipedia
Comments Corpus)

4. Environment, Energy, Physics

• Predict Earthquake magnitude and location (data, source1)

• Detect salt bodies in subsurface imaging (Data,source1)

• Learn Physics (i.e equations) from Data

5. Economics/finance

• Implement a trading algorithm, Compare/benchmark various prediction
strategies (see for example the 2σ challenge, or Cryptocurrency data)

• Detect Fraud in mobile money transaction (see PaySim data)

• Predict location and schedule in Vehicle/Bike Sharing (NYC City bike
dataset)

6. Social science

• Understand and investigate fairness and bias in ML based predictions (see
for example Beutel et al., Henzinger and Chen)

• Sentiment Analysis (see the NLP section).

• Improve movie recommendations on Netflix (see for example the Movie-
Lens DataSet on Kaggle
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https://docs.donkeycar.com/
https://medium.com/@maxdeutsch/how-to-build-a-self-driving-car-in-one-month-d52df48f5b07
https://github.com/udacity/self-driving-car
https://www.kaggle.com/sameerqayyum/nvidia-self-driving-car-training-set
https://bdd-data.berkeley.edu/
https://github.com/SullyChen/driving-datasets
https://github.com/acosse/IntroMLSpring2019/blob/master/Projects/Driving1.pdf
https://arxiv.org/pdf/1604.07316.pdf
https://www.kaggle.com/c/airbus-ship-detection
https://www.kaggle.com/c/airbus-ship-detection
https://www.kaggle.com/datafiniti/consumer-reviews-of-amazon-products
https://www.kaggle.com/datafiniti/consumer-reviews-of-amazon-products
https://www.kaggle.com/anubhav3377/machinetranslationengfra/home
https://www.kaggle.com/team-ai/japaneseenglish-bilingual-corpus
https://meta.wikimedia.org/wiki/Research:Detox/Data_Release
https://meta.wikimedia.org/wiki/Research:Detox/Data_Release
https://www.kaggle.com/usgs/earthquake-database
https://www.kaggle.com/sarat225/plotting-earthquake-data-on-a-world-map
https://www.kaggle.com/c/tgs-salt-identification-challenge
https://www.kaggle.com/jesperdramsch/intro-to-seismic-salt-and-how-to-geophysics
https://www.kaggle.com/c/two-sigma-financial-modeling
https://www.kaggle.com/jessevent/all-crypto-currencies
https://www.kaggle.com/ntnu-testimon/paysim1
https://www.citibikenyc.com/system-data
https://www.citibikenyc.com/system-data
https://arxiv.org/pdf/1707.00075.pdf
http://cs229.stanford.edu/proj2018/report/109.pdf
 https://www.kaggle.com/prajitdatta/movielens-100k-dataset
 https://www.kaggle.com/prajitdatta/movielens-100k-dataset


7. Adversarial learning

• Study the effect of adversarial attacks/perturbations in the framework of
face recognition/autonomous driving

8. Biology/ Medicine

• Predict gene/proteine expressions from various factors (e.g. histone mod-
ification signals)(Data,Paper)

• Detect a medical condition from image data (see for example the website
of the Special Interest Group on Knowledge Discovery and Data Mining
(SIGKDD), 2006, 2008)

9. Reinforcement learning

• Train agents in simple games (e.g. Pong, Doom)

10. Computer Security/ Security

• Build a predictive model (classifier) capable of distinguishing between
malevolant intrusions/attacks, and normal connections (see the DARPA
Intrusion Detection evaluation Dataset the KDD CUP 99 dataset,or the
ADFA Intrusion Detection Datasets)

• Improve airport security through early detection of threats (see the Pas-
senger Screening Algorithm Challenge) (The prize might help you take a
decision)
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https://www.kaggle.com/c/gene-expression-prediction
https://academic.oup.com/bioinformatics/article/32/17/i639/2450757
https://www.kdd.org/kdd-cup/view/kdd-cup-2006/Data
https://www.kdd.org/kdd-cup/view/kdd-cup-2008
https://towardsdatascience.com/intro-to-reinforcement-learning-pong-92a94aa0f84d
https://medium.freecodecamp.org/an-introduction-to-deep-q-learning-lets-play-doom-54d02d8017d8
https://www.ll.mit.edu/r-d/datasets/1999-darpa-intrusion-detection-evaluation-dataset
https://www.ll.mit.edu/r-d/datasets/1999-darpa-intrusion-detection-evaluation-dataset
http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
https://www.unsw.adfa.edu.au/unsw-canberra-cyber/cybersecurity/ADFA-IDS-Datasets/
https://www.kaggle.com/c/passenger-screening-algorithm-challenge
https://www.kaggle.com/c/passenger-screening-algorithm-challenge

