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ABSTRACT

This note studies the recovery of multiple sparse signals, \( x_n \in \mathbb{R}^L, n = 1, \ldots, N \), from the knowledge of their convolution with an unknown point spread function \( h \in \mathbb{R}^L \). When the point spread function is known to be nonzero, \( |h[k]| > 0 \), this blind deconvolution problem can be relaxed into a linear, ill-posed inverse problem in the vector concatenating the unknown inputs \( x_n \) together with the inverse of the filter, \( d \in \mathbb{R}^L \) where \( d[k] := 1/h[k] \).

When prior information is given on the input subspaces, the resulting overdetermined linear system can be solved efficiently via least squares (see Ling et al. 2016). When no information is given on those subspaces, and the inputs are only known to be sparse, it still remains possible to recover these inputs along with the filter by considering an additional \( \ell_1 \) penalty. This note certifies exact recovery of both the unknown PSF and unknown sparse inputs, from the knowledge of their convolutions, as soon as the number of inputs \( N \) and the dimension of each input, \( L \), satisfy \( L \gtrsim N \) and \( N \gtrsim T_{\text{max}}^2 \), up to log factors. Here \( T_{\text{max}} = \max_n \{T_n\} \) and \( T_n, n = 1, \ldots, N \) denote the supports of the inputs \( x_n \). Our proof system combines the recent results on blind deconvolution via least squares to certify invertibility of the linear map encoding the convolutions, with the construction of a dual certificate following the structure first suggested in Candès et al. 2007. Unlike in these papers, however, it is not possible to rely on the norm \( \| (A^*_T A_T)^{-1} \| \) to certify recovery. We instead use a combination of the Schur Complement and Neumann series to compute an expression for the inverse \( (A^*_T A_T)^{-1} \). Given this expression, it is possible to show that the poorly scaled blocks in \( (A^*_T A_T)^{-1} \) are multiplied by the better scaled ones or vanish in the construction of the certificate. Recovery is certified with high probability on the choice of the supports and distribution of the signs of each input \( x_n \) on the support. The paper follows the line of previous work by Wang et al. 2016 where the authors guarantee recovery for subgaussian \( \times \) Bernoulli inputs satisfying \( \mathbb{E} x_n[k] \in [1/10, 1] \) as soon as \( N \gtrsim L \). Examples of applications include seismic imaging with unknown source or marine seismic data deghosting, magnetic resonance autocalibration or multiple channel estimation in communication. Numerical experiments are provided along with a discussion on the sample complexity tightness.
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1. INTRODUCTION

This paper is interested in the recovery of unknown sparse signals \( x_n \in \mathbb{R}^L, 1 \leq n \leq N \) from the result of their convolution with an unknown filter \( h \in \mathbb{R}^L \). This particular question is an instance of the more general blind deconvolution problem (see for example Ahmed et al. 2014, 2015, Ling et al. 2015 or Li et al. 2016). When multiple inputs are considered, this general problem reads mathematically as

\[
\begin{align*}
\text{find} & \quad x_n, h \in \mathbb{R}^L \\
\text{subject to} & \quad y_n = h \ast x_n, \quad n = 1, \ldots, N
\end{align*}
\]

Problem (1) is inherently hard and ill-posed as it consists in recovering \( LN + L \) unknowns from the knowledge of only \( NL \) measurements. This problem is also known to suffer from non convexity in the general case. It can in
fact be restated as an instance of a rank one matrix recovery problem which is known to be hard in the general case. In formulation (1), \( h \in \mathbb{R}^L \) is a totally unknown non zero point spread function, and \( x_n \in \mathbb{R}^L, n = 1, \ldots, N \) denote the unknown signals to be recovered. The general question of identifiability (a.k.a uniqueness of the solution) of bilinear inverse problems is discussed in Li et al. 2015.\(^8\) The authors prove identifiability for almost all filters and almost all input matrices \( X = [x_1, \ldots, x_N] \) whose columns have joint sparsity \( s \) (i.e at most \( s \) non zero rows) as soon as \( L > s \) and \( N > s \). They further show that a necessary condition for identifiability is given by \( LN > L + sN - 1 \). Note that identifiability here is different from computationally tractable recovery as shown through problems (P3) and (P4) in this last paper which involve \( \ell_0 \) minimization.

One way to make problem (1) better posed and computationally tractable consists in adding assumptions on either the filter, or the inputs and to linearize the problem, or, on a different note, write it as a semidefinite program. Examples of semidefinite programming relaxations can be found in Ahmed et al. 2014,\(^4\) 2015,\(^5\) and 2016\(^6\) as well as Ling et al. 2015.\(^9\) Other approaches include non convex optimization and gradient descent (see Li et al. 2017\(^10\)). When the filter \( h \) is known to be non zero, it is possible to write (1) as a linear program by multiplying both sides by the inverse of the filter. The idea of optimizing over the inverse of the filter first appeared in Gribonval et al. 2012\(^11\) as well as Billen et al. 2014,\(^12\) Those papers were then followed by theory in Ling et al. 2016\(^13\) as well as Wang et al. 2016.\(^3\) In the former, the authors suggest to solve problem (1) as a linear problem on the inputs as well as the inverse of the filter. They show that whenever sufficient information is given on the input subspaces and when the inputs are known to live in sufficiently low dimensional subspaces, the linearization of problem (1) reduces to an overdetermined system of equations that can be solved efficiently via least squares. The proof uses concentration to get an estimate on the condition number of the underlying matrix encoding the constraints following from the linearization of (1).

Our paper should also be compared to the work of Wang et al. 2016\(^3\) as well as Ling et al. 2016\(^7\) as well as power iterations (see Li et al. 2017\(^10\)). When the filter \( h \) is known to be non zero, it is possible to write (1) as a linear program by multiplying both sides by the inverse of the filter. The idea of optimizing over the inverse of the filter first appeared in Gribonval et al. 2012\(^11\) as well as Billen et al. 2014,\(^12\) Those papers were then followed by theory in Ling et al. 2016\(^13\) as well as Wang et al. 2016.\(^3\) In the former, the authors suggest to solve problem (1) as a linear problem on the inputs as well as the inverse of the filter. They show that whenever sufficient information is given on the input subspaces and when the inputs are known to live in sufficiently low dimensional subspaces, the linearization of problem (1) reduces to an overdetermined system of equations that can be solved efficiently via least squares. The proof uses concentration to get an estimate on the condition number of the underlying matrix encoding the constraints following from the linearization of (1).

Our paper should also be compared to the work of Wang et al. 2016\(^3\) as well as Ling et al. 2016\(^7\) as well as power iterations (see Li et al. 2017\(^10\)).

In this note, we remove the subspace assumptions and consider inputs that are only known to be sparse sequences of spikes. Let \( F \) denote the (normalized) discrete Fourier matrix associated with the DFT,

\[
F(\omega, \ell) = \frac{1}{\sqrt{L}} e^{-j2\pi(\omega-1)(\ell-1)/L}, \quad 1 \leq \omega, \ell \leq L
\]

in particular, we thus have,

\[
y_n[\ell] = \sqrt{L}(Fh)[\ell](Fx_n)[\ell], \quad 1 \leq \ell \leq L, \quad 1 \leq n \leq N
\]

Where we let \( \tilde{y} = Fy \) and \( F \) denotes the DFT. We consider the linear relaxation first introduced in Ling et al. 2016\(^3\) to which we add an additional \( \ell_1 \) penalty accounting for the sparsity of the inputs. The convex relaxation for (1) thus read as

\[
\begin{align*}
\text{minimize} & \quad \sum_{n=1}^{N} \|x_n\|_{\ell_1} \\
\text{subject to} & \quad \text{diag}(\tilde{d})\tilde{y}_n = \sqrt{L}Fx_n, \quad n = 1, \ldots, N \\
& \quad \langle w_1, \tilde{d} \rangle + \langle w_2, x \rangle = c
\end{align*}
\]

Here we let \( \tilde{d} \) be defined as the inverse of the Fourier transform of the filter, \( \tilde{d}_i := 1/\hat{h}_i \), and use \( x \) to denote the concatenation of all the inputs, \( x := (x_1^*, \ldots, x_n^*)^* \). The last constraint is needed to prevent recovery of the trivial solution. Finally \( c \) and \( w = (w_1, w_2) \) with \( w_1 \in \mathbb{C}^L, w_2 \in \mathbb{R}^{LN} \), can be taken arbitrary, thus leading to the recovery of the solution \( x_0^* := x_0 = c_1x_0 \) in the optimal case.

Problem (4) has multiple applications in both engineering and science among which one finds microscopy (see Campisi et al. 2016\(^13\)), seismic imaging (see Liu 2016\(^14\) or Larue 2005\(^15\)), medical imaging, astronomy (see Schultz 1993\(^16\)), communications (see Romberg 2013\(^17\)) and synthetic aperture radar. We briefly discuss two particular applications below.
1.1 Marine seismic data deghosting

In geophysics, the simplest model for a seismic record assumes a stationary source propagating along a given direction. Following this assumption, the recorded wavefield reads as the convolution of the source signature with the sequence of reflection coefficients corresponding to the direction of propagation,

\[ y(t) = h(t) * w(t) \]  

where \( h(t) \) is a weighted sequence of spikes encoding the reflection coefficients and \( w(t) \) denotes the source waveform. Gaussian or Ricker sources are common (see for example Bernstein et al. 2017). Most of these models rely on perfect knowledge of the source which is rarely available. Imaging with faulty knowledge on the source is frequent. As a particular example of this, in marine seismic acquisition, imaging is performed at the surface of the water, or underwater. In this framework, the desired trace is corrupted by the sea surface spurious reflections on both the source and receiver sides. The resulting delayed reflections are known as "ghosts" (see for example Parkes et al. 2013). In the presence of ghosts, a reasonable model is given by a serial convolution of the sequence of reflection coefficients with the source wavelet first, followed by the unknown ghost point spread function. Eq. (5) thus turns into

\[ y(t) = \left( \int_{1=0}^{L} w(t - \tau)h(\tau) \, d\tau \right) * g(t) = h * w * g \]  

In this equation, \( h(\tau) \) denotes the unknown sequence of reflection coefficients (sequence of dirac measures), and the source signature \( w(t - \tau) \) is corrupted by the unknown ghost reflections. When imaging is performed along multiple directions, it is possible to identify problem (6) to formulation (1) and therefore to use the \( \ell_1 \) minimization program (4) in order to recover the sequences of reflection coefficients along with the corrupted source signature.

1.2 Magnetic Resonance Auto-Calibration

Measurements in Magnetic Resonance Imaging usually suffer from phase distortion due to, among other factors, phase effects from the radio frequency field \( B_1 \), flow, or other off-resonance effects. In this framework, the acquired \( k \)-space data reads as

\[ \hat{y}_n(k) = \int d\mathbf{x} |\rho(\mathbf{x})| c_n(\mathbf{x}) e^{i2\pi k \cdot \mathbf{x}}, \quad k := (k_1, k_2) \in \Omega \]  

In this equation \( c_n(\mathbf{x}) \) denotes the coil sensitivity map and \( \rho(\mathbf{x}) \) is the magnetization image. Some of the attempts at removing the phase distortion so far include phase constrained imaging, which only removes part of the phase ambiguity, SENSE and GRAPPA which mitigate the ambiguity by computing correlations in \( k \)-space, as well as the more recent ESPIRiT approach by Uecker et al. 2014 which uses correlation of patches across multiple slices, and rewrites the calibration problem as an eigenproblem in the phases. Due to data inconsistencies or correlation across slices, however, the eigenvector is not always uniquely defined, whence the more recent regularization attempts. All these approaches have yielded very interesting experimental results, yet they lack a proper theoretical framework that would enable to certify when they are working and when they are not. Magnetic Resonance Images, on the other hand are known to be compressible in appropriate transform domains such as wavelets or DCT and \( \rho(\mathbf{x}) \) can thus be identified with the inputs of formulation (4).

1.3 Main Result

The main result of this note certifies recovery of the filter (or equivalently its underlying point spread function) as well as the inputs as soon as the number of inputs \( N \) and the dimension of each input \( L \) satisfy \( L, N \gtrsim \beta \{ N, T_{\text{max}} \} \). Here \( T_{\text{max}} \) denotes the maximum support size among the inputs \( x_n \). Recovery holds with high probability on the choice of the supports and distribution of signs over these supports. This result is summarized through the following Theorem.

**Theorem 1.1.** Consider the blind deconvolution problem (1). Assume that \( x_n \) has support \( T_n \) of size \( |T_n| \) chosen uniformly at random among \( \{1, \ldots, L\} \). Further assume that the signs of \( (x_n)_{T_n} \) are distributed according to a Bernoulli +1/-1 random variable with equal (1/2) probability. Finally, assume that
The proposition below is a slightly modified version of the conditions in this paper. Theorem 1.1. shows that despite the fact that the linearization (4) is different from traditional compressed sensing where the matrix $A$ is usually close to an isometry, and does not recover the exact pair $(x_0, h)$ but only a scaled version of this pair, it remains possible to use compressed sensing on this formulation. Randomness in the input signs as well as in the supports is needed to certify invertibility of the linear operator encoding the constraints of (4) and to bound the value of the certificate on $T^c$. Before proceeding with the proof of Theorem 1.1., we briefly compare our proof to the least squares approach of Ling et al. 2016\textsuperscript{1} as well as the proof of Candès et al. 2007.\textsuperscript{2}

1.4 Why it works

Proving that the optimality conditions are satisfied for the linearization (4) requires controlling the inverse $(A_\tau^T A_\tau)^{-1}$. One way to control this inverse would be to lower bound the minimal eigenvalue of $A_\tau^T A_\tau$ and then use the bound $\|((A_\tau^T A_\tau)^{-1})\| \leq 1/\lambda_{\min}$. Such an approach would give at least an $O(1)$ bound on $\|((A_\tau^T A_\tau)^{-1})\|$. In the optimality conditions, however, the bound on $(A_\tau^T A_\tau)^{-1}$ gets multiplied by $O(L)$ which cannot be compensated by the $O(1)$ resulting from the eigenvalue bound. It is however possible to overcome this limitation through the use of the Schur complement by noting that one of the blocks making up the diagonal of $A_\tau^T A_\tau$ has eigenvalues $O(1)$ whether the other has eigenvalues $O(L)$. Fortunately, the poorly scaled $O(1)$ block gets multiplied by zero in the certificate construction from Candès et al. 2006,\textsuperscript{23} and the remaining $O(L)$ block ((which becomes $O(1/L)$ in the inverse) can thus be used to compensate the $O(L)$ appearing in the restriction of the certificate to the complement $T^c$.

2. PROOF OF THEOREM 1.1.

A now popular approach at certifying recovery of a vector $c_1(x_0, d_0) = (x_0^w, d_0^w)$ through convex programs such as (4) relies on the construction of a dual vector $Y(t)$ satisfying the optimality conditions for problem (4). This idea is summarized in the proposition below. Proposition 1 is by now more than standard in the fields of convex optimization and compressed sensing. We direct readers that are interested in a proof to, for example Candès et al. 2006,\textsuperscript{23} The proposition below is a slightly modified version of the conditions in this paper.

Proposition 1 (Dual certificate). Consider problem (4). Let $\Gamma$ denote the support of $d_0$ in the vector $z_0 = (x_0, d_0)$ and let $T$ denote the union $T = \cup_n T_n \cup \Gamma$ where each $T_n$ denote the support of the corresponding input $x_n$, $x \in \mathbb{R}^{LN}$, $h \in \mathbb{R}^L$. Further let $w = (w_1, w_2, \ldots, w_N, w_{N+1})$ where $w_n \in \mathbb{R}^L$. Problem (4) has a unique solution as soon as there exists trigonometric polynomials $q_n$, defined from appropriate coefficients $\lambda_{k,n}$,

$$q_n[\ell] = \sum_{k=1}^L \frac{1}{\sqrt{L}} \lambda_{k,n} e^{-j2\pi(k-1)(\ell-1)/L} 1 \leq \ell \leq L, 1 \leq n \leq N$$

as well as a constant $\alpha \in \mathbb{C}$ such that

$$\left\{ \begin{array}{ll} q_n(\ell) + \alpha w_n[\ell] = \text{sign}(c_1 x_0) & \ell \in T, n = 1, \ldots, N \\ |q_n(\ell) + \alpha w_n[\ell]| < 1 & \ell \in T^c, n = 1, \ldots, N \end{array} \right.$$ (10)

Together with $\sum_{n=1}^N \lambda_{k,n} y_n(k) + w_{N+1}[k] = 0$ for all $1 \leq k \leq L$.

We now show how to find the coefficients $\lambda_{n,k}$ together with the constant $\alpha$ from proposition 1. The constraints from the linear program (4) can be encoded through the linear map $A$ defined as

$$R := \sup_{n,k} \frac{|\hat{x}_n[k]|^2}{\inf \sum_{n=1}^N |\hat{x}_n[k]|^2} = O\left(\frac{1}{N}\right), \text{ as well as } |\langle w, z_0 \rangle|^2 > 0$$ (8)

where $z_0 := (x_0, \hat{d}_0)$. Then as soon as $L \gtrsim N \beta$, and $N \gtrsim T_{\max}^\beta$, with probability at least $1 - O(L^{-\beta})$, problem (1) can be solved through the $l_1$ formulation (4).
Given $A$, it can be seen that the conditions of proposition 1 are equivalent to exhibiting a vector $Y = [\tilde{q}_1, \ldots, \tilde{q}_N, 0_L]$ in the range of $A^*$ such that $Y(t) = \text{sign}(c_1 x_0)$ on $T_1 \cup \ldots \cup T_N$, and $|Y(t)| < 1$ on $T^c$. Let $A_T$ denote the linear map obtained by retaining from $A$ the columns corresponding to $T = \cup_i T_i \cup \Gamma$. In other words, we have

$$A_T := \begin{bmatrix} \sqrt{L}F_1 & \ldots & 0 & -\text{diag}(y_1) \\ 0 & \ddots & \vdots & \vdots \\ 0 & \ldots & \sqrt{L}F_N & -\text{diag}(y_N) \\ (w_1)_{T_1} & \ldots & (w_N)_{T_N} & w_{N+1} \end{bmatrix}$$

(12)

Where we let $F_n := (F)_{T_n}$. The restriction of $A$ on the complement, $A_{T^c}$, can be defined in the exact same way. Following those definitions, we consider the candidate certificate,

$$Y = A^* A_T (A^*_T A_T)^{-1} z_0$$

(13)

where $z_0 = (s_0, 0_L)$ and $s_0$ is defined as,

$$s_0 = \begin{cases} \text{sign}(c_1 x_0) & \text{on } T_1 \cup \ldots \cup T_N \\ 0 & \text{otherwise.} \end{cases}$$

(14)

Note that as soon as the matrix $(A^*_T A_T)$ is invertible, we immediately have $Y(t) = \text{sign}(c_1 x_0)$ for all $t \in T_1 \cup \ldots \cup T_N$ as well as $Y(t) = 0$ on $\Gamma$. We are thus left with showing that $|Y(t)| < 1$ on $T^c$.

We start by showing invertibility of $(A^*_T A_T)$. To do this, we follow the approach of Ling et al. 2016. We write the matrix $A^*_T A_T$ as $A^*_T A_T = P^* Z^* Q^* Q Z P$ for appropriate matrices $P, Q$ and $Z$. We first derive a bound on $\lambda_{\text{min}}(EZ^* Z)$. As soon as we know a bound on the minimal eigenvalue of $EZ^* Z$, usual concentration bounds can be used to derive a corresponding bound on the minimal eigenvalue of $A^*_T A_T$ with high probability. This is the point of the following lemma,

**Lemma 2.1 (Invertibility of $A^*_T A_T$).** Consider the linear map $A_T$ defined in (12) in the framework of problem (4). Assume that the supports $T_1, \ldots, T_N$ are chosen uniformly at random among $\{1, \ldots, L\}$, independently for each $1 \leq n \leq N$. Further assume that the Fourier matrices $F_n$ in (11) are replaced by random modulated matrices $\tilde{F}_n = F_n D_n$ where $D_n = \text{diag}(\sigma_{k,n})$ and $\sigma_{k,n}$ are independent Bernoulli random variables taking the value $+1$ or $-1$ with equal probability. Then as soon as $L \gtrsim \beta N$ and $N \gtrsim \beta T_{\text{max}}^2$, with probability at least $1 - (NT_{\text{max}} + L)^{-\beta} - O((LN)^{\beta})$,

$$\lambda_{\text{min}}(A^*_T A_T) > 0$$

(15)

Given this first lemma, the bound on $|Y(t)|$, $t \in T^c$ can be derived by using the following proposition.

**Proposition 2 (Complement).** Consider the linearization (4) in the framework of problem (1). Let $A_{T^c}$ be defined just as $A_T$ by retaining only the columns belonging to $T^c$. Assume that $A^*_T A_T$ is invertible. Assume that the supports of $T_1, \ldots, T_N$ are chosen uniformly at random among $\{1, \ldots, L\}$, independently for each $1 \leq n \leq N$. Further assume that the Fourier matrices $F_n$ in (11) are replaced by random modulated matrices $\tilde{F}_n = F_n D_n$ where $D_n = \text{diag}(\sigma_{k,n})$ and $\sigma_{k,n}$ are independent Bernoulli random variables taking the values $+1$ or $-1$ with equal probability. Then with probability at least $1 - O(L^{-\beta})$, as soon as $L \gtrsim \beta N$, $N \gtrsim \beta T_{\text{max}}^2$ we have
It is not possible to directly make use of the bound on $\lambda_{\min}(A_T^*A_T)$ to derive the norm of $(A_T^*A_T)^{-1}$ as is suggested in Candès et al. 2007 because the lower bound is too small in this case and would lead to a $O(\sqrt{L/N})$ bound on $|Y(t)|$, $t \in T^c$. Instead of this, the proof of proposition 2 relies on the decomposition provided by the Schur complement, as well as on the Neumann series in order to bound the norm of the inverse whenever \( \{L, N\} \gtrsim \beta T^2 \).

The proof of Theorem 1.1 follows as a consequence of proposition 2 as well as from the fact that as soon as $A_T^*A_T$ is invertible, the first and last conditions in proposition 1 are automatically satisfied. The remaining part of this section proceeds with the proofs of lemma 2.1 and proposition 2.

### 2.1 Proof of lemma 2.1

In this section, we show invertibility of $A_T^*A_T$ by deriving a lower bound on the eigenvalues of this matrix. Following Ling et al. 2016, we consider the decomposition

$$A_T^*A_T = P^*Z^*Q^*QZP$$

with $Q$, $Z$ and $P$ defined as

$$Q = \begin{bmatrix} \|x_1\|I\sqrt{L} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \|x_N\|I\sqrt{L} \end{bmatrix}, \quad Z = \begin{bmatrix} \frac{\sqrt{T}}{\sqrt{L}} \text{diag}(F_1v_1) & -F_1 & \cdots & 0 \\ \frac{\sqrt{T}}{\sqrt{L}} \text{diag}(F_2v_2) & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\sqrt{T}}{\sqrt{L}} \text{diag}(F_Nv_N) & 0 & \cdots & -F_N \end{bmatrix}$$

$$P = \begin{bmatrix} \frac{\sqrt{N}}{\sqrt{L}} \text{diag}(h) & 0 & \cdots & 0 \\ 0 & \frac{1}{\|x\|}I_L & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \frac{1}{\|x\|}I_L \end{bmatrix}$$

where we let $v_n = x_n/\|x_n\|$, $n = 1, \ldots, N$ and $v := (v_1, \ldots, v_N)$. Using this decomposition, we have the following relations for each of the blocks in $EZ^*Z$. First, the $k^{th}$ element on the diagonal of the $L/N \sum_{n=1}^N (\text{diag}(F_n T v_n))^2$ block reads as

$$\mathbb{E} \sum_{n=1}^N L/N (\text{diag}(F_n v_n))^2 = \mathbb{E} \frac{L}{N} \sum_{n=1}^N \sum_{\ell=1}^L (f_{k}^* [\ell], v_n [\ell])^2 = \mathbb{E} \frac{L}{N} \sum_{n=1}^N \sum_{k=1}^L (v_n^* f_k)(f_k^* v_n) = 1.$$  

Using the random modulation of the columns. Accordingly, the $k^{th}$ row in $-\mathbb{E} \sqrt{\frac{L}{N}} \text{diag}(F_n v_n)^* F_{n,T}$ thus reads as

$$-\mathbb{E} \sqrt{\frac{L}{N}} \text{diag}(F_n v_n)^* F_{n,T} = -\mathbb{E} \sqrt{\frac{L}{N}} (v_n^* f_k) f_k^* = -\frac{1}{\sqrt{NL}} v_n^* 1_L^*$$
Where we use $\tilde{f}_k$ to denote the $k^{th}$ modulated Fourier row and $f_k[\ell]f_k[\ell]^* = 1/L$. The expected matrix $EZ^*Z$ reads as

$$EZ^*Z = \begin{bmatrix}
I_L & -\frac{1}{\sqrt{NL}}1|_{T_1}v_1^* & -\frac{1}{\sqrt{NL}}1|_{T_2}v_2^* & \cdots & -\frac{1}{\sqrt{NL}}1|_{T_N}v_N^* \\
-\frac{1}{\sqrt{NL}}v_11|_{T_1} & 0 & \cdots & \vdots \\
-\frac{1}{\sqrt{NL}}v_21|_{T_2} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{1}{\sqrt{NL}}v_N1|_{T_N} & 0 & \cdots & 0 \\
\end{bmatrix} \tag{24}$$

The eigenvalues of (24) are given by 0, 1 and 2. 0 has multiplicity 1. The bound on $\lambda_{\min}$ can then be derived by using the following proposition which is a straightforward extension to proposition 5.4 in Ling et al. 2016.\(^1\)

**Proposition 3.** Consider the matrix $Z$ defined in (18). Then as soon as $L \gtrsim \beta T_{\max}$, $N \gtrsim \beta$ with probability at least $1 - \beta = 1 - O(L^{-\beta})$,

$$\|Z^*Z - E(Z^*Z)\| \leq \frac{1}{2} \tag{25}$$

Since the eigenvalues of $EZ^*Z$ are 0, 1 and 2, only the smallest eigenvalue of $Z^*Z$ can vanish. Fortunately this eigenvalue can be compensated by the weight vector $w$. Following Proposition 3, with probability at least $1 - O(L^{-\beta})$, we have

$$A^*_TA_T \succeq \lambda_{\min}(Q^*Q)P^*Z^*ZP + ww^* \geq \min_n L\|x_n\|^2 P^*Z^*ZP + ww^* \tag{26}$$

define the vector $u_1 := \frac{1}{\sqrt{2}} \left[ \frac{1}{\sqrt{L}}1_L, \frac{1}{\sqrt{N}}v \right]$, note that $\|u_1\| = 1$ then we have

$$|u_1^*(P^{-1})^*w|^2 = c_1^2 \frac{\|x_2, d_0\|^2 + |\langle w_1, x_0 \rangle|^2}{N} \tag{27}$$

using (27) and following the approach in Ling et al. 2016,\(^1\) we get the following bound on $\lambda_{\min}$,

$$\lambda_{\min}(x_{\min}^2 P^*Z^*ZP + ww^*) \geq \min_n \left\{ L\|x_n\|^2, \frac{|\langle w_2, d_0 \rangle|^2 + |\langle w_1, x_0 \rangle|^2}{N} \right\} \min \left\{ \frac{N}{L \beta_{\min}}, \frac{1}{\|x_n\|_{\infty}} \right\} \tag{28}$$

Which finally gives

$$\lambda_{\min}(x_{\min}^2 P^*Z^*ZP + ww^*) > 0 \tag{29}$$
as soon as $\min \left\{ k_{\min}^2, |\langle w, z_0 \rangle|^2, \|x_n\|^2 \right\} > 0$. We can thus assume that $(A^*_TA_T)^{-1}$ is well defined. We now proceed with the proof of Proposition 2.
2.2 Proof of Proposition 2

Let \( t_0 \in T^c \), recall that \( Y = A^*A_T(A^*_T A_T)^{-1}s_0 \). We want to show that \(|Y(t)| < 1\) for all \( t \in T^c \). Further let \( v_0 = e_{t_0}^*(A^* A_T) \) for \( t_0 \in T^c \). The vector \( e_{t_0} \) is the canonical basis vector with \( t_0 \) entry set to 1.

\[
Y(t_0) = \langle v_0, (A^*_T A_T)^{-1} s_0 \rangle
\]

We first prove the following lemma which bounds the operator norm of \( v_0 \).

**Lemma 2.2.** Consider the linear map \( A \) in the framework of problem (4). Let \( A_T \) be defined as in (12) and let \( v_0 \) be defined as above. We have

\[
\| v_0 \| \lesssim \beta \sup_n \| h \|_\infty^2 \| x_n \|_\infty \sqrt{L}
\]

with probability at least \( 1 - O(L^{-\beta}) \) up to log factors.

**Proof.** The product \((A^* A_T)_T^c\) can be expanded as

\[
(A^* A_T) = L \begin{bmatrix}
F_{T_1}^* F_1 & \ldots & 0 & F_{T_1}^* \text{diag}(y_1) \\
\vdots & \ddots & \vdots & \vdots \\
0 & \ldots & F_{T_N}^* F_N & F_{T_N}^* \text{diag}(y_N) \\
0 & \ldots & 0 & 0
\end{bmatrix} + w w_T^T
\]

Noting that \( \Gamma \in T \). Let \( f_k \) denote the \( k^{th} \) column of \( F^* \) and \( \tilde{f}_k \) denote the corresponding signed vector \( \tilde{f}_k = \sigma_{n,k} f_k \). For any \( t_0 \in T^c \), we have

\[
v_0 = \left( \sqrt{L} \sum_{k=1}^L \sigma_{t_0} f_k[t_0] y_n[k] e_k^* + L \sum_{k=1}^L \sigma_{t_0} f_k[t_0] \sum_{t \in T} \sigma_{t} f_k^*[t] e_t^* \right) + w[t_0] w_T = (v_0)_1 + w[t_0] w_T, \quad t \in T_n, \quad t_0 \in T_n^c
\]

The second term vanishes by orthogonality of the rows \( t, t' \) for \( t \neq t' \) of the DFT matrix without the need to make use of randomness. For the first term, using the definition of \( y_n[k] \), we have

\[
E(v_0)_1 = LE \sum_{k=1}^L f_k[t_0] \sigma_{t_0} e_k^* h[k] \left( \sum_{t \in T} \sigma_{t} f_k^*[t] x_n[t] \right) = 0
\]

Where we use \( E \sigma_{t} = 0 \) (or independence between \( \sigma_{t_0} \) and \( \sigma_{t} \)). To compute the variance, let \( Y_\ell \) be defined as

\[
Y_\ell := L \sigma_{t_0} f_k[t_0] h[k] \sigma_{t} (f_k^*[t] x_n[t]), \quad \ell \in T
\]

And let \( Z_0 = \sum_{\ell=1}^L Y_\ell \). From this, one can write

\[
\sigma^2 := \sum_T E Y_\ell^2 \leq TL^2 \frac{1}{I} \| h \|_\infty^2 \frac{1}{I} \| x_n \|_\infty^2 \leq \sup_n T \| h \|_\infty^2 \| x_n \|_\infty^2
\]
Now we can apply the scalar Bernstein inequality (see for example section 2.2.2, lemma 2.2.9 in van der Vaart et al. 1996). Let \( M := \max |Y_\ell| \) We get,

\[
|Z_0 - EZ_0| \lesssim \max \{ tM, \sigma^2 t \}
\]

with probability at least \( 1 - e^{-t} \). Setting \( t = \beta \log(L \vee N) \)

\[
|Z_0 - EZ_0| \lesssim \max \{ \sqrt{T} \|x_n\| \|h\| \beta \log(L \vee N), \sqrt{T} \|x_n\| \|h\| \sqrt{\beta \log(L \vee N)} \}
\]

(37)

(38)

(39)

with probability at least \( 1 - (LN)^{-\beta} \). Finally, considering the normalization \( \|w\| = O(1) \)

\[
\|v_0\| = \sup_{\|g\| \leq 1} \langle v_0, g \rangle \leq \sqrt{LT} \|h\| \|x_n\| + O \left( \frac{\sqrt{NT}}{L + NT} \right)
\]

(40)

(41)

(42)

The second term in (40) is the contribution from the weight vector \( w[t_0]w_T \) in (33). Finally in (42) we replace \( \sqrt{T} \sup_n \|x_n\| \) with \( \sqrt{T} \sup_n \sqrt{L} |\hat{x}_n| \) using Parseval.

We now show how one can compensate for the \( L \) appearing in the leading term of (42) by means of a tighter bound on \( (A_T^*A_T)^{-1} \) given by the Schur complement and the Neumann series.

Let us introduce the following decomposition for the matrix \( A_T^*A_T \),

\[
A_T^*A_T = \begin{bmatrix}
LF_1^*F_1 & 0 & 0 & \sqrt{LF_1^*\text{diag}(y_1)} \\
0 & \ddots & \vdots & \\
0 & \ldots & LF_N^*F_N & \sqrt{LF_N^*\text{diag}(y_N)} \\
\sqrt{L}\text{diag}(y_1)^*F_1 & \ldots & \sqrt{L}\text{diag}(y_N)^*F_N & \sum_n \text{diag}(y_n)^2
\end{bmatrix} + w_Tw_T^* = \begin{bmatrix} A & B \\ C & D \end{bmatrix}
\]

(43)

Assuming that \( A \) and \( D \) are invertible and using the Schur complement, we then have,

\[
\begin{bmatrix} A & B \\ C & D \end{bmatrix}^{-1} = M_1M_2M_3
\]

(44)

where

\[
M_1 = \begin{pmatrix} I_{NT} & 0 \\ -D^{-1}C & I_L \end{pmatrix}, \quad M_2 = \begin{pmatrix} (A - BD^{-1}C)^{-1} & 0 \\ 0 & D^{-1} \end{pmatrix}
\]

(45)
Lemma 2.3 (bound on $\|D^{-1}C\|$).
Consider the matrices $B$ and $D$ defined in (43) in the framework of problem (4). For these matrices, the product $D^{-1}C$ can be bounded as

$$
\|D^{-1}C\| \leq \frac{\|h\|_\infty \sup_{n,k} |\tilde{x}_n[k]|}{h_{\text{min}}^2 \inf_{k,n} \sum_{n=1}^{N} |\tilde{x}_n[k]|^2}.
$$

Before proving lemma 2.3, note that when multiplying the bound (52) with the one from (42), we get

$$
|Y(t)| \leq \sup_{n,\ell} L \sqrt{T} \|h\|_\infty |\tilde{x}_n[\ell]| \frac{\|h\|_\infty \sup_{n,k} |\tilde{x}_n[k]|}{h_{\text{min}}^2 \inf_{k,n} \sum_{n=1}^{N} |\tilde{x}_n[k]|^2} \|\langle A - BD^{-1}C \rangle^{-1} \| \|s_0\|
$$

$$
\leq \sqrt{T} L \frac{\|h\|_\infty^2 \sup_{n,k} |\tilde{x}_n[k]|^2}{h_{\text{min}}^2 \inf_{k,n} \sum_{n=1}^{N} |\tilde{x}_n[k]|^2} \|\langle A - BD^{-1}C \rangle^{-1} \| \|s_0\|
$$

$$
\leq \sqrt{T} L \frac{h_{\text{max}}}{Nh_{\text{min}}^2} \|\langle A - BD^{-1}C \rangle^{-1} \| \|s_0\|
$$
where we let $h_{\text{min}}^2 = \inf |\hat{h}[k]|^2$ and correspondingly $h_{\text{max}}^2 = \sup |\hat{h}[k]|^2$, and use condition (8). We now prove lemma 2.3.

**Proof.** The inverse $D^{-1}$ of $D$ is defined as

$$D^{-1} = \left( \sum_{n=1}^{N} \text{diag}(y_n)^2 + w_D w_D^* \right)^{-1} = \text{diag}\left( \frac{1}{\sum_{n=1}^{N} y_n^2[k]} \right) - \frac{\tilde{w}_D \tilde{w}_D^*}{1 + \langle \tilde{w}_D, w_D \rangle}$$ \hspace{1cm} (56)

The operator norm of this matrix can be bounded through Weyl's inequalities as

$$\lambda_{\text{max}}(D^{-1}) \leq \sup_k \frac{1}{\sum_{n=1}^{N} y_n^2[k]} - \frac{1}{1 + \langle \tilde{w}_D, w_D \rangle} \|\tilde{w}_D\|^2 \hspace{1cm} (57)$$

$$\leq \sup_k \frac{1}{\sum_{n=1}^{N} y_n^2[k]} - \left( 1 + \sup_k \frac{1}{\sum_{n=1}^{N} y_n^2[k]} \right)^{-1} \|\tilde{w}_D\|^2 \hspace{1cm} (58)$$

Noting that

$$\langle \tilde{w}_D, w_D \rangle = \sum_k (w_D)_k^2 d_k = \sum_k (w_D)_k^2 \frac{1}{\sum_{n=1}^{N} y_n^2[k]} \leq \|w_D\|^2 \sup_k \frac{1}{\sum_{n=1}^{N} y_n^2[k]}$$

as well as

$$\|\tilde{w}_D\|^2 \geq \inf_k \left( \frac{1}{\sum_{n=1}^{N} y_n^2[k]} \right)^2 \|w_D\|^2$$

So in particular, we have

$$\lambda_{\text{max}}(D^{-1}) \leq \sup_k \frac{1}{\sum_{n=1}^{N} y_n^2[k]} - \alpha \inf \frac{1}{\sum_{n=1}^{N} y_n^2[k]} \hspace{1cm} (59)$$

where $\alpha = \inf \frac{1}{\sum_{n=1}^{N} y_n^2[k]} / \left( 1 + \sup \frac{1}{\sum_{n=1}^{N} y_n^2[k]} \right)$ and $0 < \alpha < 1$. On the other hand, we have

$$|\hat{y}_n[k]|^2 = L |\hat{h}[k]|^2 \left( \sum_t f_k[t] x_n[t] \sigma_t \right)^2 \geq h_{\text{min}}^2 L |\hat{x}[k]|^2. \hspace{1cm} (60)$$

Taking the sum yields

$$\sum_{n=1}^{N} |\hat{y}_n[k]|^2 \geq h_{\text{min}}^2 L \sum_{n=1}^{N} |\hat{x}_n[k]|^2$$ \hspace{1cm} (61)

Combining (61) with (59) finally gives

$$\|D^{-1}\| \leq \frac{1}{h_{\text{min}}^2 L \sum_{n=1}^{N} |\hat{x}_n[k]|^2}$$ \hspace{1cm} (62)

The norm of $\text{diag}(y_n)^* F_n$ can be bounded by noting that
Using the bound (62), the first term can be bounded as

\[
\|\text{diag}(\hat{y}_n)^* \sqrt{L} F_n\| \leq L \|F_n\| \sup_k |\hat{y}_n[k]|^2 \leq L^2 \sup_k |\hat{h}[k]|^2 |\hat{x}_n[k]|^2
\]

Combining the results from (59) and (63), we get

\[
\|D^{-1}C\| \leq \frac{\|\hat{h}\| \sup_k |\hat{x}_n[k]|}{k_{\text{min}}^2 \sum_{n=1}^N |\hat{x}_n[k]|^2}
\]

which concludes the proof of lemma (2.3). \qed

To complete the bound on \(|Y(t)|\), it remains to show that the norm of \((A - BD^{-1}C)^{-1}\) is less than \(\mathcal{O}(1/L)\). This is the point of lemma (2.4) below. Note that as soon as \(\|BD^{-1}C - w_A w_A^*\| < L\), the Neumann series gives

\[
(A - BD^{-1}C)^{-1} = \frac{1}{L} I + \frac{1}{L} \sum_{k=1}^\infty (BD^{-1}C - w_A w_A^*)^k
\]

**Lemma 2.4** (Bound on \(\|(A - BD^{-1}C)^{-1}\|\)). Consider the matrices \(A, B, C\) and \(D\) defined in (43) in the framework of the linearization (4). The norm of the inverse \((A - BD^{-1}C)^{-1}\) can be bounded as

\[
\|(A - BD^{-1}C)^{-1}\| \leq \frac{1}{L} + \mathcal{O}(\frac{\sqrt{T}}{L\sqrt{N}})
\]

**Proof.** As explained above, we only need to show that \(\|BD^{-1}C - w_A w_A^*\| < L\). Since \(\|w_A\|^2 = 1\), as soon as \(L > 1\), we can just focus on the contribution from \(BD^{-1}C\). For this last term, we have

\[
BD^{-1}C = L \begin{bmatrix} F_1^* \text{diag}(y_1) \\ \vdots \\ F_N^* \text{diag}(y_N) \end{bmatrix} D^{-1} [\text{diag}(y_1)^* F_1, \ldots, \text{diag}(y_N)^* F_N] + w_A w_D^* D^{-1} \sqrt{L} [\text{diag}(y_1)^* F_1, \ldots, \text{diag}(y_N)^* F_N] + \sqrt{L} \begin{bmatrix} F_1^* \text{diag}(y_1) \\ \vdots \\ F_N^* \text{diag}(y_N) \end{bmatrix} D^{-1} w_D w_A^* + w_A w_D^* D^{-1} w_D w_A^* \]

Using the bound (62), the first term can be bounded as

\[
L \begin{bmatrix} F_1^* \text{diag}(y_1) \\ \vdots \\ F_N^* \text{diag}(y_N) \end{bmatrix} D^{-1} [\text{diag}(y_1)^* F_1, \ldots, \text{diag}(y_N)^* F_N] \]

\[
\leq L \begin{bmatrix} F_1^* \text{diag}(\frac{|y_1[k]|^2}{d}) F_1 \ldots F_n^* \text{diag}(\frac{|y_n[k]|^2}{d}) F_n \\ \vdots \\ F_N^* \text{diag}(\frac{|y_N[k]|^2}{d}) F_1 \ldots F_N^* \text{diag}(\frac{|y_N[k]|^2}{d}) F_N \end{bmatrix}
\]
Where we let $d$ denote the infimum
\[
d := \inf_k L|h[k]|^2 \sum_{n=1}^{N} |\hat{x}_n[k]|^2 \geq c_2(L)
\] (72)

Clearly we have $\|F^*_n\| = \sqrt{T}$ and $\|F_n\| = 1$ and we can thus write,

\[
\left\| L \begin{bmatrix} F^*_1 \text{diag}(y_1) \\ \vdots \\ F^*_N \text{diag}(y_N) \end{bmatrix} D^{-1} \begin{bmatrix} \text{diag}(y_1^*[k]) \\ \vdots \\ \text{diag}(y_N^*[k]) \end{bmatrix} \right\| \leq \frac{L\sqrt{T}}{d} \sqrt{N} \sup_n \|\text{diag}(y_n)\|^2 \] (74)

\[
\left\| L \begin{bmatrix} F^*_1 \text{diag}(y_1) \\ \vdots \\ F^*_N \text{diag}(y_N) \end{bmatrix} \right\| \leq O\left(\frac{L\sqrt{T}}{\sqrt{N}}\right) \] (78)

For each of the remaining terms, we respectively have,
\[
\sqrt{L}[w_A w_D D^{-1} \left( \operatorname{diag}(y_1)^* F_1, \ldots, \operatorname{diag}(y_n)^* F_n \right)] \leq \sqrt{L} \| D^{-1} \left( \operatorname{diag}(y_1)^* F_1, \ldots, \operatorname{diag}(y_n)^* F_n \right) \| \leq \sqrt{L} \| D^{-1} \sup_n \| \operatorname{diag}(y_n)^* F_n \| \leq \sqrt{L} \| D^{-1} \sup_n |y_n[k]| \| \leq \frac{\sqrt{T} N L}{h_{\min}^2} \inf L \sum_{n=1}^N \tilde{x}_n[k]^2
\]

Where we use \( \| w_A \|, \| w_D \| = 1 \). This last expression is at most on the order of \( L/N \). If \( h_{\min}^2 = \mathcal{O}(1/L) \) and \( |\tilde{x}_n[k]|^2 \) is \( \mathcal{O}(1/L) \) and \( \mathcal{O}(\sqrt{L}/N) \) if \( h_{\min}^2 \sim \mathcal{O}(1) \). In a similar way, we have

\[
\left\| \begin{bmatrix}
F_1^* \operatorname{diag}(y_1) \\
:\ \\
F_N^* \operatorname{diag}(y_N)
\end{bmatrix} D^{-1} w_D w_A^* \right\| \leq \sqrt{T} N L \frac{\sup_{n,k} |y_n[k]|}{h_{\min}^2} \inf L \sum_{n=1}^N \tilde{x}_n[k]^2
\]

Which is at most on the order of \( L\sqrt{T}/\sqrt{N} \). Finally, for the last term in (68), we have,

\[
\| w_A w_D^* D^{-1} w_D w_A^* \| = \| w_A w_D^* \| \left\| \left( \operatorname{diag} \left( \frac{1}{\sum_{n=1}^N y_n^2[i]} \right) - \frac{\tilde{w}_D \tilde{w}_D^*}{1 + \langle \tilde{w}_D, w_D \rangle} \right) \right\| \| w_D w_A^* \|
\]

\[
\leq \left\| \left( \operatorname{diag} \left( \frac{1}{\sum_{n=1}^N y_n^2[i]} \right) - \frac{\tilde{w}_D \tilde{w}_D^*}{1 + \langle \tilde{w}_D, w_D \rangle} \right) \right\| \leq \frac{1}{h_{\min}^2 L} \sum_{n=1}^N \tilde{x}_n[k]^2
\]

In the last line, we use (59). This term is at most an order of \( L/N \) when \( |\tilde{x}_n[k]|^2 \sim \mathcal{O}(1/L) \) and \( h_{\min}^2 \sim \mathcal{O}(1/L) \) whenever condition (8) is satisfied. This concludes the proof of lemma 2.4.

Given lemmas 2.3 and 2.4, we can now bound the two terms of (48). For the first term, using the Neumann series, plugging (66) into (48) and using \( \| s_0 \| = \sqrt{NT} \), we get

\[
|Y(t)| \leq \frac{1}{L} \sqrt{T} L \frac{\| h \|_\infty}{h_{\min}} \left( \sup_{t,n} |\tilde{x}_n[t]|^2 \right) \| s_0 \|, \quad \forall t \in T^c
\]

\[
\leq T \sqrt{N} \frac{\| h \|_\infty}{h_{\min}} \left( \sup_{t,n} |\tilde{x}_n[t]|^2 \right), \quad \forall t \in T^c
\]

For the second term in (48), using \( \| w \| = 1 \), this second term reads as

\[
\frac{1}{\sqrt{LN}} \| w_T \| \max \left\{ \left\| (A - BD^{-1} C)^{-1} \right\| \| s_0 \|, \| D^{-1} C (A - BD^{-1} C) \| \| s_0 \| \right\}
\]

\[
\leq \frac{1}{\sqrt{LN}} \| w_T \| \max \left\{ \left\| (A - BD^{-1} C)^{-1} \right\| \| s_0 \|, \| D^{-1} C (A - BD^{-1} C) \| \| s_0 \| \right\}
\]
Using the bounds from (64) and (66), as well as the fact that $\|w\| = 1$, (89) reads as

$$
\frac{\sqrt{NT}}{\sqrt{LN} + L} \max \left\{ \frac{1}{L}, \frac{1}{L} \right\} \frac{\|h\|_\infty}{\sup_k |\hat{x}_n[k]|} \sup_{k} |\hat{x}_n[k]|^2
$$

(90)

The second term in the maximum is at most on the order of $O(1)$ whenever both $|\hat{x}_n[k]| = O(1/\sqrt{L})$ and $\|h\|_\infty = O(1/\sqrt{L})$. This last term can be made sufficiently small as soon as $L \gtrsim T$.

This concludes the proof of proposition 2 and thus Theorem 1.1.

3. NUMERICAL EXPERIMENTS

In this section we provide numerical experiments to validate the result of Theorem 1.1. We start by looking at the magnitude of the certificate on $T$ and $T^c$ for values of $L, N$ and $T$ leading to exact recovery. The result is shown in Fig. 1. The figure on the top shows the modulus on $T^c$. The figure at the bottom displays the modulus of the entries corresponding to the inverse of the filter $(|s_0|_1 = 0)$ as well as the support of the $x_n$ $(|s_0|_T = 1)$. From those two figures, one can see that the construction (13) can be used to guarantee the recovery whenever the $\ell_1$-minimization program (4) succeeds.

We then study the evolution of the recovery for various values of the dimensions $L, N$ and $T$. We consider that exact recovery happens as soon as

$$
\frac{1}{2} \left( \frac{\|h - h_0\|}{\|h_0\|} + \frac{\|x - x_0\|}{\|x_0\|}\right) < 0.01
$$

(91)

Where $h$ and $x$ are obtained from the solutions to (4) after appropriate normalization (see section 1.). For each pair $(L, T)$ and $(N, T)$, we solve the $\ell_1$ minimization problem (4) 10 times. Each outcome is labeled as a success (1) or failure (0) depending on the value of the criterion (91). The labels for each sequence of 10 experiments are then averaged and displayed in Fig 2. The $L$ vs $T$ figure seems to illustrate a linear dependence between $L$ and $T$, whether the $N$ vs $T$ phase transition seems to highlight the fact that as soon as a few inputs are considered ($N \gtrsim 1$), solvability of the problem mostly depends on $L$ and $T$. Steepness of the phase transition in $(N, T)$ is due to the value of $L$ used to conduct the experiments. Here $L = 80$ so that when $T \gtrsim 60$, the inputs can simply not be considered as sparse anymore and recovery does not happen independently of the value of $N$. Together the two phase transition plots seem to suggest that it might be possible to get tighter $L \gtrsim T_{\text{max}}$ and $N \gtrsim 1$ sample complexities.

Finally, we study recovery as a function of the magnitude of the entries of $h$. We start by solving the $\ell_1$ formulation (4) for various values of the range of $h$. The result is shown in Fig (3) (Left). From this figure, it again seems that the recovery might be independent from the magnitude of the entries of $h$. Finally, we study recovery for various bounds on the minimal entry in $h$, keeping the range to a constant (2) value. For each of the lower bounds on the entries of $h$, evolution of the recovery is shown in Fig. 3 (Right). Despite a few numerical fluctuations, this figure again seems to suggests that recovery might be independent of the magnitude of the entries of $h$.

4. CONCLUSION

In this note we study the blind recovery of sequences of spikes, $x_n \in \mathbb{R}^L$ that are measured through some unknown point spread function $h \in \mathbb{R}^L$. We show that an $\ell_1$-minimization approach coupled to an appropriate linearization of the problem following Ling et al. 2006 can be certified to recover the sparse sequences as well as the point spread function as soon as the number of input sequences $N$ and dimension of each input sequence $L$ obey $N \gtrsim T_{\text{max}}^2$ and $L \gtrsim N$ where $T_{\text{max}}$ denotes the maximum support over all sequences. This result holds with high probability on the choice of each support as well as on the signs of each measure on the support. Our proof system relies on the construction of a dual certificate sharing the structure first introduced in Candès et al.
Certificate on $T^c$

Certificate on $T$

Figure 1. Simulations of the certificate on $T$ (bottom) and $T^c$ (top). Here $L = 80$, $N = 20$ and $S = 4$. The certificate can be seen to satisfy the optimality conditions of proposition 1.

2007. This certificate is shown to satisfy the usual optimality conditions from duality theory. Randomness of the signs is needed to show concentration of the minimal eigenvalue of $A^*A_T$ and thus invertibility of this same matrix, as well as to bound the norm $\|(A^*A_T)T\|$. Potential applications of our result include marine seismic data deghosting (see Parkes et al. 2013.19), Magnetic resonance autocalibration (see Uecker et al. 22) or multiple channel estimation as in Romberg et al. 2013.17 Numerical experiments seem to suggest that the dependence in the range of $h$ might not be needed and that the scalings could be improved to $L \gtrsim T_{\text{max}}$, $N \gtrsim 1$.
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Figure 2. Phase transition for the recovery through the $\ell_1$ minimization program (4). 1 denotes exact recovery whereas 0 is used to represent failure. The first phase transition (Left) illustrates the evolution of the recovery at $N = 20$, for $40 \leq L \leq 80$ and $10 \leq T \leq 60$. For each pair, $(N, T)$, the experiments were repeated 10 times each and the binary outcomes (success/failure) were averaged. The second figure (Right) illustrates the evolution of the recovery at $L = 60$ for $1 \leq N \leq 40$ and $10 \leq T \leq 40$. Just as for the first figure, experiments were repeated 10 times for each pair $(N, T)$ and the binary outcomes (success/failure) were averaged. Those two figures seem to illustrate the fact that scalings on the order of $L \gtrsim T_{\text{max}}$ and $N \gtrsim 1$ might be obtained (see the discussion in Section 3.)

Figure 3. Evolution of the relative error (91) as a function of the range of $h$, for $1 \leq R_h \leq 100$ (Left) and the smallest entry in $h$ (Right). Instabilities appear at small values of $h$ due to the non-linearity of problem (3).


